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Inferences about Regression Parameters
The least squares and maximum likelihood estimators in  are unbiased.

Meaning

b

E{b} = β
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Inferences about Regression Parameters
The variance-covariance matrix is given by

and

V {b}p×p = σ2(X
T

X)−1

S2{b}p×p = MSE(X
T

X)−1
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Inferences about Regression Parameters
Interval estimation of 

hence the confidence limits for  with  confidence are

βk

∼ t(n − p)
bk − βk

s{bk}

βk 1 − α

bk ± t(1 − ; n − p) ⋅ {bk}
α

2
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Inferences about Regression Parameters
Test

The test statistic is

if  then we can conclude  else we conclude 

H0 : βk = 0 against Hα : βk ≠ 0

t∗ =
bk

s{bk}

|t∗| ≤
bk

s{bk}
H0 Hα
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Interval Estimation of 
For given values of  denoted by  we denote  by

where

E{Yh}
X1, . . . , Xp−1 Xh1, Xh2, . . . , Xhp−1 E{Yh}

E{Yh} = X
T
h b

Xh =

⎡
⎢ ⎢ ⎢ ⎢ ⎢
⎣

1
Xh1

⋮
Xhp−1

⎤
⎥ ⎥ ⎥ ⎥ ⎥
⎦

p×1

and Ŷ h
1×1

= X
T
h

1×p

⋅ b
p×1
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Interval Estimation of 
The estimator is unbiased, i.e. 

and the variance can be stated as follows

E{Yh}
E{Ŷ h} = E{Yh}

V {Ŷ h} = σ2
X

T
h ⋅ (X

T
X)

−1
⋅ Xh
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Interval Estimation of 
But we have that

so we get

and

E{Yh}

σ2 ⋅ (X
T

X)
−1

= V b

V {Ŷ h} = X
T
h ⋅ V {b}Xh

s2{Ŷ h} = X
T
h ⋅ s2{b} ⋅ Xh
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Interval Estimation of 
The  confidence limits for  are

E{Yh}
1 − alpha E{Yh}

Ŷ h ± t(1 − ; n − p) ⋅ s{Ŷ h}
α

2
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Confidence Region for Regression
Surface
The  confidence region for entire regression surface is

with

1 − α

Ŷ h ± W ⋅ s{Ŷ h}

W 2 = p ⋅ F(1 − α; p; n − p)
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Prediction of 
The  confidence limits for  are

with

Yh(new)

1 − alpha Yh(new)

Ŷ h ± t(1 − ; n − p) ⋅ s{pred}
α

2

s2{pred} = MSE + s2{Ŷ h}

= MSE + MSE ⋅ X
T
h(X

T
X)

−1
Xh

= MSE(1 + X
T
h(X

T
X)

−1
Xh)
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Different Decompositions
We have that

if  is the variable (main variable). Now since

Then we get

SSTO = SSR(X1) + SSE(X1)

X1 X

SSE(X1) = SSR(X2|X1) + SSE(X1, X2)

SSTO = SSR(X1) + SSR(X1|X2) + SSE(X1, X2)
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Different Decompositions
Now since we also have that

We can combine it with

that we derived earlier

SSTO = SSR(X1, X2) + SSE(X1, X2)

SSTO = SSR(X1) + SSR(X1|X2) + SSE(X1, X2)
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Different Decompositions
Combing the two gives

SSR(X1, X2) + SSE(X1, X2) = SSR(X1) + SSR(X1|X2) + SSE(X1, X2)
SSR(X1, X2) = SSR(X1) + SSR(X1|X2)
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ANOVA table for three predictors
Source of variation SS df

Regression 3 ($p-1$)

1

1

1

Error

Total

SSR(X1, X2, X3)

X1 SSR(X1)

X2 ∣ X1 SSR(X2 ∣ X1)

X3 ∣ X1, X2 SSR(X3 ∣ X1, X2)

SSE(X1, X2, X3) n − 4

SSTO n − 1
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Uses of Extra Sums of Squares in Tests for regressiom
coefficients

When we wish to test whether the term  can be dropped from a multiple

regression model we are interested in

βkXk

H0 : βk = 0
Hα : βk ≠ 0
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Example
In the case where we have  and we want to test  vs 

we can use

X1, X2, X3 β3 = 0 β3 ≠ 0

SSR(X3|X1, X2) = SSE(X1, X2) − SSE(X1, X2, X3)
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Example
Hence we get the test statistic

which we can think of as a marginal test

F ∗ = ÷

=

SSR(X3|X1, X2)
1

SSE(X1, X2, X3)
n − 4

MSR(X3|X1, X2)
MSE(X1, X2, X3)
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Example
When we wish to test whether several terms in the regression model can be dropped at

the same time, we can construct a test in a similar way

In the case where we wanted to check if we could remove  and , we haveβ2X2 β3X3

H0 : β2 = β3 = 0
Hα : Not both are zero
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Example
Now the test statistic is

where

F ∗ = ÷

=

SSR(X2, X3|X1)
2

SSE(X1, X2, X3)
n − 4

MSR(X2, X3|X1)
MSE(X1, X2, X3)

SSR(X2, X3|X1) = SSR(X2|X1) + SSR(X3|X1, X2)
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